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Mesterséges Intelligencia
Neuralis halok
Bioldgiai és mesterséges neuron
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A kép két fontos koncepciét abrazol: a biolégiai neuront és annak mesterséges intelligencia
modellekben hasznalt analdgjat. A bioldgiai neuron az emberi agy alapveté épitéeleme, amely
informacidkat dolgoz fel és tovabbit mas neuronok felé. A neuron dendritekkel rendelkezik, amelyek
a kornyezd neuronoktdl érkezd jeleket fogadjak. Ezeket a jeleket a sejttest (amelyben a mag
talalhatd) dolgozza fel, majd tovabbkildi az axonon keresztiil. Az axon végén talalhaté
axonvégzddések szinapszisokon keresztill kapcsolddnak mas neuronokhoz, igy biztositva az
informacidéaramlast.

A mesterséges neuron e bioldgiai modell alapjan mukodik, leegyszerUsitve annak alapvetd
mechanizmusait. A mesterséges neuron bemeneteket fogad, amelyeket matematikailag sulyoz (ezzel
vezérli a bemenet fontossagat), majd d6sszegez. Az igy kapott értéken egy aktivacios fiiggvényt
futtat, amely meghatarozza, hogy a neuron “tlizel-e”, azaz tovabbkildi-e a jelet. Az aktivacids
flggvény eredménye képezi a neuron kimenetét, amelyet tovabbit a halézat kovetkezd rétegeinek.

Neuralis haloé

Az aldbbi kép egy mesterséges neurdlis haldézat egyszerl modelljét dbrazolja.
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A haldzat bemeneti réteggel indul, amely a z6ld szinl xi1 és x2 elemeket tartalmazza. Ezek a bemeneti
valtozok képviselik azokat az adatokat, amelyeket a modell feldolgoz. A bemeneteket sulyokkal és
eltoldsokkal kombinaljdk, majd atadjak a rejtett rétegek neuronjaiba, amelyeket a kék szinl z1, z2 és
z3 jelol.

A rejtett réteg(ek)ben minden neuron kiszamitja a sajat kimenetét egy aktivacios fiiggvény
segitségével, amely a bemeneti jelek 6sszegét alakitja at (nemlinedris mddon). Ezek a kimenetek
aztan tovabb haladnak a kdvetkezd rétegekbe, mig végul elérik a kimeneti réteget, amelyet itt az
y_pred narancssarga elem jeldl.

Az y_pred a modell végso eldrejelzése, egy szamérték, amely példaul egy osztalyozasi vagy
regresszios (kozelitési) probléma megoldasaként jelenik meg.

Ez az dbra segithet megérteni a neurdlis haldzatok alapveté mikdodési elvét: a bemenetek fokozatos
atalakuldsat a kilonb6zd rétegeken keresztil, amelyek végul egy adott kimeneti értékhez vezetnek.
Ezt a folyamatot a gépi tanulds soran finoman hangoljak (optimalizaljak), példaul visszaterjesztés
(backpropagation) és gradienscsokkentés (gradient descent) segitségével, hogy a modell pontos
elérejelzéseket tudjon adni.
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Neurdlis hdld, mint osztalyozo - Generativ halok

Az aladbbi link a szamok felismerését teszi lathatéva: https://adamharley.com/nn_vis/
Az alabbi linken bemutatjuk, hogyan mikddik az osztalyozas? Autoencoder és generativ modellek.

http://showroom.iit.uni-miskolc.hu/gans
Generativ nyelvi modellek

A generativ nyelvi modellek az emberi nyelv megértésére és szoveg generdldsara iranyulé kutatadsok
kdzponti elemei. Ezek a modellek arra képesek, hogy a bemenetként adott szoveg alapjan értelmes
és 0sszefliggd szoveget allitsanak el6. Az alabbiakban bemutatjuk a generativ nyelvi modellek
fejlodését, amely a GPT (Generative Pre-trained Transformer) csaladhoz vezetett.

1.) Hagyomanyos megkozelitések (1950-2000-es évek)

o Statikus modellek: A nyelv feldolgozasahoz egyszeri szabalyalapu rendszereket (pl.
grammatikai szabalyok) hasznaltak.

» Markov-lancok: Egy szé valészinlségét csak az el6z0 szavak hataroztdk meg, igy a kontextus
figyelembevétele korlatozott volt.

Hidnyossagok: A modellek nem tudtak kezelni a hosszabb tavu 6sszefliiggéseket. Az adatok
mennyisége és feldolgozasi kapacitas limitalt volt.

2.) Neuralis haldzatok alkalamzasa (2010 koriil)

Word Embeddingek: Word2Vec (2013): Az egyes szavak vektortérbeli reprezentacidjat hozta létre,
amely tukrozi a szemantikai kapcsolataikat (king - man + woman = queen).
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Recurrent Neural Networks (RNNs) Az RNN-ek a szekvencialis adatok feldolgozasara készultek.
Példaul egy sz6 vektora a koradbbi szavak kontextusan alapult.

Hidnyossagok: LassUak és nehezen tanulhaték nagy mennyiségli adat esetén. Nem tudtak
hatékonyan kezelni nagyon hosszl szdvegeket.

3.) Attention Mechanizmus és Transformer (2017)

Attention Mechanizmus: A figyelem-alapu modellek a bemenetek bizonyos részeire nagyobb sulyt
helyeztek, ezaltal hatékonyabba tették az dsszefliggések felismerését.

Transformer Architektura (2017): Az , Attention is All You Need” cim cikkben a Google kutatoi
bevezették a Transformer modellt. Kulcseleme az dnfigyelem (self-attention), amely lehet6vé tette,
hogy a modell parhuzamosan dolgozza fel az adatokat, szemben az RNN-ek szekvencialis
feldolgozasaval.

El6nydk: Jobb skalazédas nagyobb adathalmazokon. Hatékony hosszu szévegek feldolgozasa.
4. Generativ Pre-Trained Modellek (GPT csalad)
GPT-1 (2018): Az elsé modell, amely a Transformer architektirat alkalmazta nagyméret( nyelvi

korpuszokon.

GPT-2 (2019): Nagyobb és er6sebb modell, amely képes volt teljes cikkeket generalni emberi
beavatkozas nélkul.

GPT-3 (2022): Egy 6riasi ugras: 175 milliard paraméter.

GPT-4 (2023): Méqg fejlettebb modell, tdbb multimodalis képességgel (pl. szoveg és kép
feldolgozasa).

Szamlafeldolgozd minta bemutatasa.

Neuralis halozatok, felmeriilo kérdések

1. Magyarazhato-e a mikodése? (a sulyok alapjan érthet6-e a dontés?)
2. Van-e itt intelligencia egyaltalan?
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