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Neuralis haldk
Neuron modellezése

Az aldbbi képen a bioldgiai neuront és annak mesterséges intelligencia modellekben hasznalt
analdgjat latjuk. A bioldgiai neuron az emberi agy alapveto6 épitéeleme, amely informacidkat dolgoz
fel és tovabbit mas neuronok felé. A neuron dendritekkel rendelkezik, amelyek a kdrnyezé
neuronoktdl érkezd jeleket fogadjak. Ezeket a jeleket a sejt (amelyben a mag taldlhatd) dolgozza fel,
majd tovabbkildi az axonon keresztiil. Az axon végén talalhaté axon-végzédések szinapszisokon
keresztll kapcsolddnak mas neuronokhoz, igy biztositva az informaciéaramiast.
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A mesterséges neuron, a fenti bioldgiai modell alapjan mdkaodik, leegyszer(sitve annak alapvet6
mukodését. A mesterséges neuron bemeneteket fogad, amelyeket (matematikailag) sulyoz (ezzel
vezérli a bemenet fontossagat), majd 6sszegez. Az igy kapott értéken egy aktivacids figgvényt futtat,
amely meghatarozza, hogy a neuron “tiizel-e”, azaz tovabbkiildi-e a jelet. Az aktivacids fiiggvény
eredménye képezi a neuron kimenetét, amelyet tovabbit a haldzat kdvetkez6 rétegeinek.

Halozati Modell

Az alabbi kép egy mesterséges neuralis haldzat egyszerl modelljét abrazolja.
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A halézat bemeneti réteggel indul, amely a zéld szin( xa1 és x2 elemeket tartalmazza. Ezek a bemeneti
valtozok képviselik azokat az adatokat, amelyeket a modell feldolgoz. A bemeneteket sulyokkal
szorozzak, majd atadjak a rejtett rétegek neuronjaiba, amelyeket a kék szinl z1, z2 és zs jeldl.

A rejtett réteg(ek)ben minden neuron kiszamitja a sajat kimenetét egy aktivacids fiiggvény
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segitségével, amely a bemeneti jelek 6sszegét alakitja at (nemlinedris mddon). Ezek a kimenetek
aztan tovabb haladnak a kdvetkezd rétegekbe (a példaban csak 1 rejtett réteget hasznalunk, ezért itt
nincs tovabbadas), mig végll elérik a kimeneti réteget, amelyet itt az y_pred (y predikcid)
narancssarga elem jelol.

Az y_pred a modell végso eldrejelzése, egy szamérték, amely példaul egy osztalyozasi vagy
regresszios (kozelitési) probléma megoldasaként jelenik meg.

Ez az dbra segit megérteni a neuralis haldzatok alapveté mlkddési elvét: a bemenetek fokozatos
atalakulasat a kilonb6zd rétegeken keresztiil, amelyek végul egy konkrét kimeneti értékhez
vezetnek. Ezt a folyamatot a gépi tanulas soran finoman hangoljak (optimalizaljak), példaul
visszaterjesztés (backpropagation) és gradienscsdkkentés (gradient descent) segitségével, hogy a
modell pontos el6rejelzéseket tudjon adni.
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Hidden Layers

Ha egy kép a bement, akkor a pixeleit sorban is be lehet adni a haldnak (nem vessziik figyelembe,
hogy a kép téglalap). A finomhangolas soran - a bemutatott mintak alapjan - a halé megtanulja a
pixelek kozotti 6sszefliggéseket, és valaszt tud majd adni, hogy mosolyog-e a képen lathatd személy,
egy olyan képen is, amit korabban nem mutattak meg a halénak (a modellnek). Megjegyzés: olyan
modellek természetesen jobban mlkddnek, amik figyelembe veszik a szomszédos pixeleket is (pl.
konvolucids halok).

Az abran, a fully-connected layer azt jelenti, hogy a minden bementi neuron minden a kévetkezd
réteg minden neuronjaval 6ssze van kapcsolva.
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Modell paramétereinek kiszamitasa
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A neuralis halét, az 6sszekottetéseihez rendelt sulyok segitségével tudjuk haszndlni. A bementbdl és a
rejtett réteg két neuronjanak \(z_1\) és \(z_2\) értékét az alabbi képlettel szamolhatjuk:

$$z 1=x1\cdotw {11} +x 2\cdotw {21} $$$$z 2 =x 1\cdotw {12} + x 2 \cdotw_{22} $%

A rejtett réteg teljesen 0sszekotott (fully connected), ezért minden bemenet kapcsolodik minden
rejtett neuronhoz.

A kovetkezd kimeneti réteg \(z_ 3 = y_{pred}\) értékét, ami egyetlen neuronbdl all igy szamithatjuk:
$$z 3=z 1\cdotw {31} +z 2 \cdotw {32} $%

Egyben ez lesz a hald eldrejelzése \(y_{\text{pred}}\). Ezt a fenti mlveletet forward pass-nak
nevezzuk.

Matrixok alkalmazasa halé modellekben
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Az egységesités és a kdnnyebb kezelhetéség miatt, a fenti képleteket matrixos és vektoros formaban
is felirhatjuk:

Rejtett réteg stlymatrixa: \( W_1 = \begin{bmatrix} w {11} & w_{12} \w {21} & w {22}
\end{bmatrix}\)

A kimeneti réteg vektor: \( W_2 = \begin{bmatrix} w_{31} \\w_{32} \end{bmatrix}\)

Bemeneti és rejtett réteg vektorok: \( \mathbf{x} = \begin{bmatrix} x_1\\ x 2 \end{bmatrix} , \quad
\mathbf{z} = \begin{bmatrix} z_1\\ z 2 \end{bmatrix}\)

Ezek alapjan a rejtett réteget a bement és a stlymatrix alapjan igy szamolhatjuk:

$$ \mathbf{z} = W_1 \cdot \mathbf{x} $$ behelyettesitve: $$ \begin{bmatrix} z 1\\z 2
\end{bmatrix} = \begin{bmatrix} w {11} & w_{12} \w {21} & w_{22} \end{bmatrix} \cdot
\begin{bmatrix} x_1\\ x_2 \end{bmatrix} $$

A kimenet eredménye egy szamérték (skalar) lesz:

$$ y_{\text{pred}} = \begin{bmatrix} w_{31} \\ w_{32} \end{bmatrix} \cdot \begin{bmatrix} z_1 \\
z_2 \end{bmatrix}$$

Teljes matrixos formaban:

$$y {\text{pred}} = W 2 \cdot W_1 \cdot \mathbf{x} $$
Példa konkrét szamértékekkel (forward pass)

Tegyuk fel hogy:

$$ W_1 = \begin{bmatrix} 0.5 & 0.3 \\ 0.2 & 0.7 \end{bmatrix} , \quad W_2 = \begin{bmatrix} 0.6 \\
0.4 \end{bmatrix} , \quad \mathbf{x} = \begin{bmatrix} 0.8 \\ 0.6 \end{bmatrix}$$

Rejtett réteg szamitasa:

$$ \mathbf{z} = \begin{bmatrix} 0.5 & 0.3 \\ 0.2 & 0.7 \end{bmatrix} \cdot \begin{bmatrix} 0.8 \\
0.6 \end{bmatrix} = \begin{bmatrix} (0.5 \cdot 0.8 + 0.3 \cdot 0.6) & (0.2 \cdot 0.8 + 0.7 \cdot 0.6)
\end{bmatrix} = \begin{bmatrix} 0.58 \\ 0.58 \end{bmatrix}$$

Kimeneti réteg szamitasa:
$$ y {\text{pred}} = \begin{bmatrix} 0.58 \\ 0.58 \end{bmatrix} \cdot \begin{bmatrix} 0.6 \\ 0.4
\end{bmatrix} = (0.52 \cdot 0.6 + 0.66 \cdot 0.4) = 0.58 $$

A sulyok modositasa a hiba fuggvényében

“Loss” a neuralis hald teljesitményének mérésére szolgald fliggvény, amely azt jelzi, hogy a halé altal
szamolt kimenetek mennyire térnek el a vart kimenetektol.
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$$ \text{Loss} = \frac{1}{2} (y -y _{pred})~2 $$

Loss Derivaltja a Kimeneti Réteg Sulyaira

A back-propagation soran a Loss fliggvény derivaltjat (gradiensét) haszndljuk a sulyok frissitéséhez.

$$ \frac{\partial \text{Loss}}{\partial w_{31}} = \frac{\partial \text{Loss}}{\partial
y_{\text{pred}}} \cdot \frac{\partial y_{\text{pred}}}{\partial w_{31}} $$

1.) Elsé tényezd: \( \frac{\partial \text{Loss}}{\partial y_{\text{pred}}} \) a Loss fliggvény derivaltja
a\(y_{pred}\)-re:

$$ \frac{\partial \text{Loss}}{\partial y_{\text{pred}}} = -(y_{\text{true}} -y {\text{pred}}) = -e
$$

ahol\(e =y -y {\text{pred}}\) a hiba.

2.) Masodik tényez6: \( \frac{\partial y_{\text{pred}}}{\partial w_{31}}\)
Az \(y_{pred}\) fiigg a rejtett kimenettdl \(z_1\):

$$y {\text{pred}} =z 1\cdotw {31} + z 2 \cdotw {32} $$

Ezért:

$$ \frac{\partial y_{\text{pred}}}{\partial w_{31}} = z_1 $$

Teljes derivalt:

Osszekapcsolva a két tényez6t:

$$ \frac{\partial \text{Loss} }{\partial w_{31}} = -e \cdot z 1 $$
hasonldan:

$$ \frac{\partial \text{Loss}}{\partial w_{32}} = -e\cdot z 2 $$

3.) Gradiens a kimeneti sulyokra \(W_2\)
A sulyok gradiensének matrixos formaja:

$$ \Delta W_2 = \begin{bmatrix} \frac{\partial \text{Loss} } {\partial w_{31}} \\ \frac{\partial
\text{Loss}}{\partial w_{32}} \end{bmatrix} = \begin{bmatrix} z 1 \cdot e \\z 2 \cdot e
\end{bmatrix}$$

A kimeneti réteg hibajat \(e\) visszaterjesztjik a rejtett réteg neuronjaira (\(h_1, h_2\)):
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$$ \delta_{\text{hidden}} = \begin{bmatrix} e \cdot w {31} \\ e \cdot w_{32} \end{bmatrix}$$

Ez a rejtett réteg hibdja.

A bemeneti réteg és a rejtett réteg kozotti sulyok gradiensét a bemenetek \(x\) és a rejtett réteg

hibajanak

(\(\delta_{\text{hidden}}\)) szorzata adja:

$$ \Delta W_1 = \begin{bmatrix} x_1 \cdot \delta {z 1} & x_1 \cdot \delta {z 2} \\ x_2 \cdot

\delta_{z_

1} & x_2 \cdot \delta_{z 2} \end{bmatrix}$$

ahol: \(\delta_{z 1} = e\cdotw {31}, \quad \delta {z 2} = e\cdotw_{32})

A sulyok frissitését a gradiensek \(\Delta W_1, \Delta W_2\) és a tanulasi rata \(\eta\) segitségével

frissitjik:

$$W 1 =W 1-\eta\cdot\Delta W 1 $$$$W 2 =W 2 -\eta\cdot \Delta W_2 $$

A teljes eljaras ¢ implementacidja:

#includ
#includ
#includ

// Adat
#define
#define
#define
#define
#define
#define

// Adat
double
{0.
{0.
{0.
I
double
{0.
{0.
{0.
I

e <stdio.h>
e <stdlib.h>
e <math.h>

ok (bemenetek és vart kimenetek)
INPUT NODES 2

HIDDEN NODES 2

OUTPUT NODES 1

SAMPLES 3

EPOCHS 1000

LEARNING RATE 0.01

ok és sulyok inicializalasa
inputs[SAMPLES] [INPUT NODES] = {
3, 0.1},

8, 0.6},

5, 0.5}

expected outputs[SAMPLES][OUTPUT NODES] = {
2},

7},
5}

// Sulyok
double weights input to hidden[INPUT _NODES][HIDDEN NODES];
double weights hidden to output[HIDDEN NODES][OUTPUT NODES];
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// Véletlen szam generalasa 0 és 1 kozott
double random double() {
return (double)rand() / RAND MAX;

}

// Forward pass fliggvény: Egyetlen minta alapjan kiszamitja a kimenetet
void forward pass(double *input, double *hidden output, double
*final output,
double *weights input to hidden, double
*weights hidden to output) {
// 1. Bemenet -> Rejtett réteg
for (int i = 0; i < HIDDEN NODES; i++) {
hidden output[i] = 0.0;
for (int j = 0; j < INPUT NODES; j++) {
hidden output[i] += input[j] * weights input to hidden[j *
HIDDEN NODES + 1i];
}
¥

// 2. Rejtett réteg -> Kimeneti réteg
for (int i = 0; i < OUTPUT NODES; i++) {
final output[i] = 0.0;
for (int j = 0; j < HIDDEN NODES; j++) {
final output[i] += hidden output[j] * weights hidden to output[j
* OUTPUT _NODES + 1i];
}
}
}

// Sulyok frissitése
void update weights(double *weights, double *gradients, int rows, int cols)
{
for (int 1 = 0; i < rows; i++) {
for (int j = 0; j < cols; j++) {
weights[i * cols + j] += LEARNING RATE * gradients[i * cols +
il;

}

int main() {
// Véletlenszer( sulyok inicializdlasa
for (int i = 0; i < INPUT NODES; i++) {
for (int j = 0; j < HIDDEN NODES; j++) {
weights input to hidden[i][j] = random _double();
}
}
for (int i = 0; i < HIDDEN NODES; i++) {
for (int j = 0; j < OUTPUT NODES; j++) {
weights hidden to output[i][j] = random double();
}
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}

double hidden layer output[HIDDEN NODES];
double output[OUTPUT NODES];
double error[OUTPUT NODES];

// Tanitdsi ciklus
for (int epoch = 0; epoch < EPOCHS; epoch++) {

double total loss = 0.0;

for (int sample = 0; sample < SAMPLES; sample++) {
// 1. Forward pass egy mintdara
forward pass((double *)inputs[sample], hidden layer output,

output,

(double *)weights input to hidden, (double

*)weights hidden to output);

{0};

// 2. Hibaszamitas

for (int i = 0; i < OUTPUT NODES; i++) {
error[i] = expected outputs[sample][i] - output[il];
total loss += error[i] * error[i];

}

// 3. Visszaterjesztés (backpropagation)
double gradients hidden to output[HIDDEN NODES][OUTPUT NODES] =

for (int i = 0; i < HIDDEN NODES; i++) {
for (int j = 0; j < OUTPUT NODES; j++) {
gradients hidden to output[i][j] =

hidden layer output[i] * error[j];

{0};

}
}

double gradients input to hidden[INPUT NODES][HIDDEN NODES] =

for (int i = 0; i < INPUT NODES; i++) {
for (int j = 0; j < HIDDEN NODES; j++) {
double back error = 0.0;
for (int k = 0; k < OUTPUT NODES; k++) {
back error += error[k] * weights hidden to output[j

* OUTPUT _NODES + K];

}

gradients input to hidden[i][j] = inputs[sample][i] *

back error;

}

// 4. Sulyok frissitése
update weights((double *)weights hidden to output, (double
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*)gradients hidden to output, HIDDEN NODES, OUTPUT NODES);
update weights((double *)weights input to hidden, (double
*)gradients input to hidden, INPUT NODES, HIDDEN NODES);
}

// Hiba kiirasa minden epoch utan
if (epoch % 100 == 0) {
printf("Epoch %d, Loss: %.4f\n", epoch, total loss / SAMPLES);
}
}

// Eredmények kiirdsa tanité adatokon
printf("\nVégsé kimenetek tanitds utan:\n");
for (int sample = 0; sample < SAMPLES; sample++) {
forward pass((double *)inputs[sample], hidden layer output, output,
(double *)weights input to hidden, (double
*)weights hidden to output);

printf("Bemenet: [%.2f, %.2f], Vart: %.2f, Kimenet: %.4f\n",
inputs[sample] [@], inputs[sample][1],
expected outputs[sample][0], output[O]);
¥

// Tesztelés Uj bemenetekkel

double test inputs[3][INPUT NODES] = {
{0.4, 0.6}, // Atlag: 0.5
{0.2, 0.8}, // Atlag: 0.5
{6.9, 0.1} // Atlag: 0.5

}i

printf("\nTeszt kimenetek:\n");
for (int 1 = 0; 1 < 3; i++) {
forward pass((double *)test inputs[i], hidden layer output, output,
(double *)weights input to hidden, (double
*)weights hidden to output);

double expected = (test inputs[i][0] + test inputs[il[1l]) / 2.0; //
A bemenetek atlaga
printf("Bemenet: [%.2f, %.2f], Vart (atlag): %.2f, Kimenet: %.4f\n",
test inputs[i][0], test inputs[i][1], expected, output[0]);

return 0;
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